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Correctness of mixed cellular
computations*

S.M. Achasova

Operation of parallel substitutions over cellular arrays in mixed (synchronous-asynchro-
nous) mode is studied. Correctness conditions for parallel substitution systems in this
mode of execution are stated.

1. Introduction

This paper discusses the problem of correctness of cellular computations
in the context of the Parallel Substitution Algorithm theory. The Parallel
Substitution Algorithm (PSA) is an abstract model of distributed (cellular)
computations [1]. A PSA is specified by a set of parallel substitutions which
operate over a cellular array in parallel (everywhere and at the same time).

Two ideas are in the heart of the PSA: naming functions which allow
to specify parallel interactions of any type and a context which serves to
represent control of a computation process in time. They render this model
particularly appropriate for organizing cellular computations.

Attractive for the practical applications is the class of systems of sta-
tionary parallel substitutions. Unlike general-type parallel substitutions,
which may either decrease or increase the cardinality of a cellular array at
hand, stationary substitutions result in no change of the cardinality of the
array.

The paper only concernes with systems of stationary parallel substitu-
tions. In [2], [3] the termination, determinacy and correctness conditions of
stationary parallel substitution systems (in [1-4] the term “parallel micro-
programs” is used instead of “systems of parallel stationary substitutions”)
in the synchronous and asynchronous modes of execution are studied. Con-
sidering these modes as the pure modes of execution of parallel substitu-
tions, this paper focuses on a mixed mode which combines the features of
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the synchronous and asynchronous modes. In this mode, at each computa-
tion step one from the applicable substitutions or any group of them can
be executed. It is just how applicable substitutions can be executed in a
cellular array (in a net of automata which interprets systems of parallel
substitutions in one or other mode) without clock pulses. In other words,
in transient regime can occur such a situation when some automata of a net
change their states for a fixed time domain and thus, effect of synchronous
execution of some substitutions appears.

2. Basic concepts

A cellular array under processing is represented by a set of pairs (ai, m;)
where a; is a data item from an alphabet A and m; is a place of the data
item, {m;,i = 1,2,...} = M. The sets A and M are finite. A pair (ai, m;)
is termed a cell, a; is a state of the cell, m; is a name of the cell. The
name of a cell is specified by integer coordinates m; = m},...,m} and a
cellular array is viewed as an integer grid of any dimensionality in theory,
and of 1D, 2D, 3D in practice. A cellular array is a finite set of cells with
no pair of cells having one and the same name.
An expression
S] * 52 — 33

is an elementary substitution, where Sy, S2, S3 are cellular arrays, S is
the base, S, is the context of a substitution. The base and the right-hand
side S5 of a substitution are of the same cardinality and contain cells with
the same set of names. This is the condition of stationary substitutions.

A substitution is applicable to a cellular array W if the left-hand side
Sy * S5 is contained in W, i.e., occurring the base and context cells in W
is the applicability condition of a substitution in W. The substitution is
executed by substituting S3 for S, i.e., the base cells change their states
and thus the result is W/ = W\ §; U S3.

To represent substitutions of the same type by one and the same ex-
pression, a substitution is generalized to a parallel substitution

O(m) : S1(m) * Sa(m) — S3(m),

lere m is a variable name from M, 5;(m), S2(m), S3(m) are configurations
which are the following expressions:

.5'1(_7’11) = {(ﬂ.l, (Pl(?n))a (a'2= @2(”7'))1 ey (G‘P? ‘Pp(m))}:
Sa(m) = {(b1,1(m)), (b2, ¥a(m)),- .. (b, tg(m))},
53(7”') {(Cl’ ‘P](m’))? (62ﬂ 992(7”))1 vy (CP’ (,op(m))},

I
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where @y, ¥, (i = 1,...,p, j = 1,...,¢) are naming functions such that for
any m @i(m) # @j(m), vi(m) # ¥;(m), i # j, in addition, §1(m) * Sa(m)
is also a configuration, i.e., ;(m) # Yi(m) for all ¢,j. S1(m) is termed the
base and Sy(m) is termed the context of a substitution.

The pair (a cell state, a naming function) in a configuration is a com-
ponent of the configuration. A cellular array resulting from substituting a
certain m¢ € M in a configuration is referred to as a configuration element
and denoted S(m;). In this paper only coordinate shift functions are taken
as the naming functions. One of the naming functions is convenient to be
taken equal to the trivial function f(m) = m, it is agreed that this is a
function of the base, the corresponding component of the base configuration
is termed the central one.

The expression

I(my) : S1(my) * So(my) — Sa(my)

is a substitution #(m) for a specific name m = m, (i.e., the elementary
substitution), which is further called a microoperation. The configuration
elements §i(m;) and Sy(m;) are termed the base and the context of the
microoperation ?(m;), respectively. The cell of the base §;(m;), which
corresponds to the central component of the configuration S1(m), is called
central, as well. This cell has the name m,.

A parallel substitution 6;(m) : Si;(m) * Sip(m) — Siz(m) (in what
follows it is merely a substitution) is applicable to a cellular array W if
among names of the cells belonging to W, there is a name m, such that
Sia(me) U Sia(my) € W (i.e., the microoperation 9;(my) is applicable to
W). If the number of these names in W is more than one (let there be a
set {my,...,m4}), then we consider the applicable substitution to associate
with a set of microoperations {9(my),...,9(m,)}.

A finite set of substitutions ® = {6;,.. .,0,} is called a Parallel Substi-
tution System.

Example 1. A parallel substitution system ®, realizing a parallel binary
adder for an arbitrary number of items comprises two substitutions (1], [4].
01 {(L, (&, 2N, (i4+1,5))(0, (6,5 = 1))} + {(0, (i—1,5-1))(0, (i = 1,5))} —

B2 {(1, (&, D)0, (i4+1,3)} # (0, (i=1,3)) — {(0, (5, ))(L, (i+1,5))}.

In Figure 1 there is a visual representation of the substitutions. In Figure 2
a two-dimensional cellular array (for A = {0,1} and M = {{1,2,3,4} x
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{1,2,3}}) is shown, to which the substitution 6; € @, is applicable. Two
microoperations 9;(3,2), 91(2,3) therewith associate with the applicable
substitution.

4 01| 0

it+1 0 i+1 1 310 1}f1
911' i — 101 i — 210 |0] 1
i-1 0] i-1 1 00 O

i-1j j 123
Figure 1 Figure 2

A parallel substitution system may be executed in the synchronous and
asynchronous modes.

The synchronous mode of execution of a parallel substitution system @
in a cellular array W is the following iterative procedure. Let a cellular
array W; be the result of i-th step of the procedure, then:

1) if no substitution of @ is applicable to W;, then W; is the result,

2) if there exists a subset of substitutions {6, ,. .. ,0k,} C ® applicable
to W; for subsets of the names Mg,,..., Mk, respectively, then W;
is substituted for Wiy, which is obtained from W; by executing the
microoperations ¥, (m) for all m € My, Ux,(m) for all m € My,,
ooy D, (m) for all m € My, i.e., by removing the bases Sk;1(m),
mée My,,i=1,...,g, of all applicable microoperations from W; and
next by adding the right-hand sides S;3(m), m € My, i =1,...,9,
of the microoperations,

3) if Wiy, is not a cellular array (i.e., there are cells with the same
name in it), then the procedure is stopped without a result.

A parallel substitution system @ is called contradictory if the syn-
chronous execution of ® mets the condition of Item 3 of the above procedure
at least for one cellular array W. In other words, this is the case when in
& there is at least two substitutions which being simultaneously executed
change the state of one and the same cell to different ones.

The asynchronous mode of execution of a parallel substitution system
® in a cellular array W is the following iterative procedure. Let a cellular
array W; be a result of i-th step of the procedure, then:

1) if no substitution of @ is applicable to W;, then W; is a result,
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2) if there are several substitutions of ® applicable to W;, then W; is
transformed to a cellular array W, by executing a single micro-
operation, anyone from the subset of microoperations applicable to
W;.

A set of cellular arrays, which can be produced from an initial cellular
array W by executing a parallel substitution system in the asynchronous
(synchronous, in this case a parallel substitution system is assumed to be
non-contradictory) mode, together with the succession relation of cellular
arrays is called an asynchronous (synchronous) computation and is denoted
by ®(W) (®(W)). The succession relation graph is referred to as an asyn-
chronous (synchronous) computation graph. A sequence of cellular arrays,
which forms a path from an initial vertex of a graph to a terminal one is
termed a computation fealization.

A computation (asynchronous or synchronous) is terminating if its
graph contains no loop. A parallel substitution system is terminating in the
asynchronous (synchronous) mode if a asynchronous (synchronous) compu-
tation by the substitution system for any initial cellular array is terminat-
ing.

A terminating computation (asynchronous or synchronous) whose graph
has a single terminal vertex (it is a vertex corresponding to a cellular array
to which no substitution is applicable) is called determinate.

Example 2. Figure 3, in which graphs of synchronous and asynchronous
computations by the parallel substitution system ®; are shown, illustrates
the above concepts. Both computations are terminating. The first com-
putation graph has only one realization, the second has three realizations
which converge to the only terminal vertex and hence, the computations
are determinated. '

A parallel substitution system is determinate in the synchronous (asyn-
chronous) mode of execution if a synchronous (asynchronous) computation
by the substitution system is determinate for any initial cellular array.

It is worth to notice that the notion of determinacy of a parallel sub-
stitution system in the synchronous mode is exhausted by the notion of
non-contradictoriness. '

A key notion for finding the determinacy conditions of a parallel sub-
stitution system is a concept of intersection of substitutions. Two substitu-
tions 6; and 6; intersect if there exists at least one pair of microoperations
9i(m’) and 9;(m") such that their left-hand sides Si;(m’) * Sip(m’) and
Sir(m”) * Sja(m") have common cells and Si;(m) U Siz(m') U Sj1(m”) U
§j2(m") is a cellular array (i.e., there are no cells with the same names in
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it). Considering that the naming functions are shifts, all pairs of micro-
operations ¥;(m;) and ¥;(m,) such that the difference of the names of the
central cells my — m; = k, where k = m' — m', intersect.
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Example 3. Figure 4 shows the intersections (and self-intersections) of the
binary adder substitutions with the associated values of the vector k.

Certain types of the intersections may be a reason for arising non-
determinate synchronous and asynchronous computations. They are termed
critical intersections. For synchronous computations, a base-base intersec-
tion of microoperations ¥;(m’) and ¥;(m") (the common cells of the inter-
sected microoperations belong to their bases) is critical if the expression
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SiB(TTL’) U S,‘z(m’) U Sj3(m”) U Sjg(m”)

is not a cellular array, i.e., in it there are at least two cells with the
same names and different states. An intersection of this type is called
contrad‘ictory.
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Figure 4

For asynchronous computations, among critical intersections are base-
base ones and base-context intersections (common cells belong to the base
of one microoperation and to the context of the other). When two micro-
operations intersect critically, in the asynchronous computation the appli-
cability condition of one of the microoperations is broken after the other
has been executed and, as a result, being branched, the computation does
not have a common end for all its realizations. Context-context intersec-
tions are called safe. In the synchronous mode, context-context intersecting
microoperations are executed simultaneously not hindering each other. In
an asynchronous mode, executing one of context-context intersecting mi-
crooperations does not break the applicability condition for the other.

In [2], (3] the determinacy conditions are stated. A parallel substitution
system in the synchronous (asynchronous) mode of ezecution is determinate
iff the synchronous (asynchronous) computations by the substitution system
are determinate for all critical words (these are cellular arrays which are
made up from the left-hand sides of critically intersecting microoperations,
for example, the critical words for the binary adder substitution system are
shown in Figure 4). For instance, the binary adder substitutions have no
base-base intersections at all, that is why the binary adder substitution sys-
tem is determinate in the synchronous mode. In addition, the asynchronous
computations for all critical words for this substitution system are deter-
minate, from this it follows that the substitution system is determinate in
the asynchronous mode, too.

A deterininate asynchronous computation by a parallel substitution sys-
tem for a cellular array W is correct if its result is equal to that of the
synchronous computation by this substitution system for the same cellular
array. A parallel substitution system is correct in the asynchronous mode if
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an asynchronous computation by the substitution system is correct for any
initial cellular array. For example, the parallel binary adder substitution
system is correct in the asynchronous mode.

3. Mixed mode

We define the mized mode of ezecution of a non-contradictory parallel sub-
stitution system as an iterative procedure, whose i-th step is the transfor-
mation of a cellular array Wi~! to W' by simultaneous executing some
applicable microoperations, but not necessarily all applicable ones at once.
It can be any group of applicable microoperations, including a group con-
sisting of one microoperation or of all applicable microoperations.

Like the asynchronous computation by a parallel substitution system, a
niized computation is defined as a set of cellular arrays, which are produced
from an initial cellular array W by executing a parallel substitution system
& in the mixed mode, together with the succession relation of the cellular
arrays. The mixed computation is denoted by ti'(W). In Figure 5 the
graph of a mixed computation by the binary adder substitution system ®,
is shown.

In a mixed computation graph all realizations of the asynchronous and
synchronous computations for the one and same initial cellular array are
contained as the realizations of the mixed computation for the same cellular
array.

By analogy with the asynchronous computation, we define a terminat-
ing, determinate and correct mixed computation.

A mized computation (D(W) is terminating if the graph of the compu-
tation contains no loop. A parallel substitution system ® is non-terminating
in the mized mode if there exists at least one cellular array W such that
the mixed computation ®(W) is non-terminating.

A terminating mized computation ®(W) is determinate if the graph of
it’s mixed computation has the only one terminal vertex, and the deter-
minate mized computation is correct if the cellular array of the terminal
vertex is equal to the result of the synchronous computation ®(W). For
instance, the mixed computation of Figure 5 is terminating, determinate
and correct.

Note that a determinate mixed computation is always correct, since
among the realizations of a mixed computation &(W) there is always the
realization of the synchronous computation ®(W). In the context of the
fact we define only the notion of correctness of a parallel substitution system
in the mixed mode. A parallel substitution system is correct in the mized
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mode if a mixed computation by the substitution system is correct for any

initial cellular array.
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4. Correctness
mixed mode

of parallel microprograms in the

We formulate two theorems which establish the conditions of correctness
and termination of a parallel substitution system in the mixed mode
through the same conditions in the synchronous and asynchronous modes.

Theorem 1. A parallel substitution of system ® is correct in the mized
mode iff it is correct in the asynchronous mode.
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Proof. Necessity is obvious. Sufficiency is proved by contradiction. We
suppose that the condition of the theorem is fulfilled, i.e., the parallel sub-
stitution of system @ is correct in the asynchronous mode. Then let us take
the case that there was found a cellular array W for which the mixed com-
putation ®(W) turned out to be incorrect, i.e., a realization of (W) ends
with a cellular array not equal to the result of the synchronous computation
®(W). It means that in the asynchronous computation &(W) there is the
realization which ends with the same (i.e., incorrect) result. Indeed, since
any realization of a mixed computation has its respective realization (and
maybe not the only one) then in the asynchronous computation there is a
realization also ending with the incorrect result. But this contradicts the
condition of the theorem. From this it follows that the assumption of ex-
istence of a cellular array W for which the mixed computation is incorrect
was in error. a

In [2], [3] the conditions of restricted termination of a parallel substi-
tution system in the synchronous and asynchronous modes are established,
which ensure termination of a parallel substitution system in these modes
for a cellular array, whose cardinality is not greater than a fixed one. The
termination conditions are related to constructing a so called provocation
graph for each substitution of the substitution system in question. The
looplessness of every provocation graph is the termination condition of the
substitution system.

Theorem 2. A parallel substitution system ® is terminating in the mized
mode for any initial cellular array, whose cardinality is not greater than a
fized one, iff it is terminating in both the synchronous mode and the asyn-
chronous one for any cellular array whose cardinality is not greater than the
same fized value.

Proof. Necessity is obvious. Like in Theorem 1, sufficiency follows from
the fact that any realization of the mixed computation has its respective
one in the asynchronous computation for the same initial cellular array. O
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