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Finding single-source shortest paths
using associative parallel processors*

A.S. Nepomniaschaya and M.A. Dvoskina

In this paper, we employ Dijkstra’s algorithm for finding single-source shortest
paths in directed graphs. We propose an efficient implementation of this algo-
rithm on a model of associative paralle] processors of the SIMD type with bit-serial
(or vertical) processing (the STAR-machine). Moreover, we show how to extend
this implementation for restoring the shortest path from the source vertex to a given
vertex. These algorithms are represented as the corresponding STAR procedures
whose correctness is verified and time complexity is evaluated. We also provide an
experiment of finding the shortest path between two given vertices in a directed
graph.

1. Introduction

Problems of finding the shortest paths are among fundamental tasks of com-
binatorial optimization because a lot of them can be reduced to finding the
shortest path in a network. A number of algorithms are known for a variety
of shortest path problems both for directed and undirected graphs. Some
of these algorithms are for finding the single source shortest paths (SSSP)
and others for the all-pairs shortest paths. The most familiar algorithm for
the SSSP problem is Dijkstra’s algorithm [1] which sorts the vertices accord-
ing to their distances from the source vertex. On sequential computers it
runs in O(m 4 nlogn) time if the priority queue is realized with the use of
Fibonacci heap [4], where n is the number of graph vertices and m is the
number of its edges. In [12], the undirected version of the SSSP problem is
solved in O(m+n) time. This algorithm is based on a hierarchical bucketing
structure allowing one to avoid the sorting on sequential computers.

We will utilize associative parallel processors for representing Dijkstra’s
algorithm because such an architecture is primarily oriented to solving non-
numerical problems.

Associative (or content addressable) parallel processors belong to fine-
grained SIMD systems with bit-serial (or vertical) data processing and sim-
ple single-bit processing elements (PEs). This class of supercomputers in-
cludes the well-known systems Staran, DAP, MPP and Connection Machine
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[3, 10]. In such systems input data are physically loaded in a matrix memory
such that each data item occupies an individual row and is processed with
its own processing element [11].

Let us enumerate the problems of finding the shortest paths being repre-
sented on associative parallel processors. In [2], Floyd’s shortest path algo-
rithm has been represented on the associative array processor LUCAS. In [8],
Warshall’s transitive closure algorithm, Floyd’s shortest path algorithm and
Maggs-Plotkin’s minimal spanning tree algorithm have been represented on
the STAR-machine [5] being an abstract model of associative parallel pro-
cessors with vertica' data processing. We have showa that every of these
algorithms takes O(n?) time assuming that every elementary operation of
the STAR-machine (its microstep) takes one unit of time. A special case
of Dijkstra’s algorithm for finding the shortest path between two vertices in
unweighted undirected graphs has been represented both on the associative
array processor LUCAS and on the STAR-machine. In [7], we have shown
that on the STAR-machine with n PEs it takes O(n) time, while on the
associative array processor LUCAS it requires O(In) time [2], where [ is the
shortest path length. In [2], there is a specification of Dijkstra’s algorithm
for finding single source shortest paths on the orthogonal machine.

Here, for directed weighted graphs we propose a natural straight-forward
implementation of Dijkstra’s algorithm on the STAR-machine. We also
show how to extend this implementation in a natural and robust way for
restoring the shortest path from the source vertex to any given vertex. These
algorithms are represented as the corresponding STAR procedures whose
correctness is proved. We have shown that on the STAR-machine with n
PEs every of these procedures takes O(rn) time, where r is the number of
bits for coding maximum of the shortest distances from the source vertex.

2. Model of associative parallel machine

The raodel is defined as an abstract STAR-machine of the SIMD type with
vertical data processing. It consists of the following components:

e a sequential control unit where programs and scalar constants are
stored;
e an associative processing unit consisting of p single-bit PEs;
e a matrix memory for the associative processing unit.
The binary data are loaded in the matrix memory in the form of two-
dimensional tables in which each datum occupies an individual row and it

has a dedicated processing element. The rows are numbered from top to
bottom and the columns from left to right. A row (word) or a column






