
Bull. Nov. Comp. Center, , (2019), 39–52
c© 2019 NCC Publisher

State space reduction for time Petri nets with
weak semantics

Aleksei Zubarev

Abstract. We consider the time Petri nets (an extension of Petri nets), where
every transition has its time interval. The policies of time-elapsing and the memory
policies define different semantics for time Petri nets. The decidability of many
standard problems with an infinite discrete structure depends on the choice of
semantics. The state space of the time Petri nets is infinite and non-discrete. It is
known that there is a reduction of the state space to discrete one for the time Petri
nets with strong semantics. In this paper, we prove that a state space reduction can
be applied to weak time Petri nets equipped with intermediate and atomic memory
policies.
Keywords: State space reduction, weak time Petri net, intermediate memory
policy, atomic memory policy.

1. Introduction

Petri nets [5] is one of the generally accepted models for the analysis of con-
current and distributed systems. In verification systems, there is an obvious
need for considering time. Different timed extensions of Petri nets have been
proposed [4][8][3]. They combine the discrete structure and continuous time
characteristics.

Time Petri nets are an extension of Petri nets, where every transition
has a clock function and a time interval. There are two policies of time-
elapsing, which define weak and strong semantics [11]. Time cannot disable
a transition in strong semantics, thus the transition has to fire no later than
the upper limit of the time interval is reached. On the contrary, all time
delays are allowed in the weak semantics. In [2], the authors have proven
that the weak semantics and strong semantics are incomparable. It is known
that standard verification problems are decidable for the timed extensions
of bounded Petri nets with either semantics. However, the choice of seman-
tics plays an important role when we consider models with an unbounded
discrete structure. The standard verification problems are undecidable for
time Petri nets with the most studied strong semantics.

When a transition t fires, the clocks of some of transitions may be reset.
Various ways to reset the clock are considered. The memory policies specify
when information about time is kept. The fundamental model of Merlin [4]
has an intermediate memory policy. This semantics considers an interme-
diary marking between consumption tokens from the input places of t and
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production tokens to the output places of t. If a transition t1 is disabled in
the intermediary marking, then the clock of t1 is reset. On the other hand,
the atomic semantics considers a firing as one-step. The clock of t1 is reset
only if t1 is disabled in the marking before t fires. The memory policies for
strong semantics have been studied in [1]. In [9], the authors have proven
that the marking reachability problem, the coverability problem, and the
boundedness problem are decidable for weak time Petri nets with the inter-
mediate semantics. Furthermore, a marking is reachable in such nets if and
only if it is reachable in the underlying untimed Petri net. They also show
that the atomic semantics is not included in the intermediate one for weak
time Petri nets.

The state space of time Petri nets is infinite and non-discrete, which
increases the complexity of the model analysis. In [7][6], the transformation
to discrete time elapsing was introduced for time Petri nets with strong
semantics. This transformation reduces the state space and preserves the
properties of the system. In addition, it allows us to use the reachability
graph to study a system behavior.

The aim of this paper is to generalize the state space reduction ap-
proach [7] for time Petri nets with weak semantics and different memory
policies. We prove that any reachable marking of a time Petri net with
weak semantics can be obtained by a firing sequence with only integer time
elapsing.

The paper is organized as follows. In Section 2, we consider some def-
initions for Petri nets and time Petri nets. In Section 3, we introduce a
parametric firing sequence (a generalization of the firing sequence for time
Petri nets) with variable time components. Further, we define an integer-
value assignment to variables in the parametric firing sequence. Next, we
show that this assignment produces a firing sequence of time Petri nets.

2. Preliminaries
2.1. Time Petri nets

In this section, some terminology concerning the model of Petri nets with
timing constraints (time intervals on the firings of transitions) are defined.
We start with recalling the definitions of the structure and behavior of Petri
nets (elementary net systems) [10].

Definition 1.

• A Petri net is a tuple N � pP , T , F , V , M0q, where P is a finite set
of places and T is a finite set of transitions such that P X T � H and
P Y T � H, F � pP � T q Y pT � P q is a set of arcs (flow relation),
V : F Ñ N is a weight of the arcs, M0 : P Ñ N is an initial marking
such that M0 � 0. For x P PYT let x : PYT Ñ N and x : PYT Ñ N
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be the backward incidence mapping and forward incidence mapping of
x, respectively.

xpyq �

"
V py, xq if py, xq P F,
0 otherwise.

xpyq �

"
V px, yq if px, yq P F,
0 otherwise.

• A marking of a Petri netN is a total function M : P Ñ N. A transition
t P T is enabled at a marking M if t ¤ M . Let EnpMq be the set
of transitions enabled at M . The firing of a transition t enabled at a

marking M leads to the new marking M 1 (denoted as M
t

ÝÑ M 1) iff

M 1 � M � t� t. We write M
ϑ
ÝÑ M 1 iff ϑ � t1 . . . tk and M � M0

t1ÝÑ M1 . . . Mk�1 tkÝÑ Mk � M 1. In this case, ϑ is a firing sequence
of N from M (to M 1), and M 1 is a reachable marking of N from M .
Let RMpN q be the set of all reachable markings of N from M0.

Following the approach of [9], we extend the above model to time Petri
nets with weak semantics equipped with different memory policies for the
firing of transitions.

Definition 2.

• A time Petri net (TPN) is a pair T N � pN , Dq, whereN � pP, T, F, V,M0q
is the underlying Petri net and D : T Ñ Q¥0�pQ¥0Yt8uq is a static
timing function associating with each transition a closed interval be-
tween two time values. For a transition t P T , the boundaries of the
interval Dptq are called the earliest firing time Eft and latest firing
time Lft of t.

• A state of T N is a pair pM, Iq, where M is a marking and I :
EnpMq ÝÑ R is a dynamic timing function. The initial state of T N
is a pair S0 � pM0, I0q, where M0 is the initial marking and I0ptq � 0,
for all t P EnpM0q. A transition t enabled at a marking M can be fired
from a state S � pM, Iq if Iptq belongs to the interval Dptq.

Two types of events are considered for time Petri nets.

paq The discrete event (firing of a transition) is defined @t P T by

pM, Iq
t

ÝÑ pM 1, I 1q iff

$''''''''''&
''''''''''%

t P EnpMq, and,

M 1 �M � t� t, and,

Eftptq ¤ Iptq ¤ Lftptq, and,

@t1 P EnpM 1q, I 1pt1q �

"
0 if Ò enabledspt

1,M, tq
Ipt1q otherwise
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pbq The continuous event (the time elapsing) is defined @τ P R¥0 by

pM, Iq
τ
ÝÑ pM, I 1q iff @t1 P EnpMq, I 1pt1q � Ipt1q � τ

A predicate Ò enabledspt
1,M, tq with s P tI, Au indicates whether we

need to reset the clock of t1 after a firing of a transition t at a marking
M . Different semantics can be chosen in order to realize these resets. This
choice depends on what is called the memory policy [1].

I: Intermediate semantics considers a firing of a transition as two actions:
consuming the tokens from input places of t, and producing the tokens
to output places of t. Thus the clocks of t and of the transitions that
could not be fired in parallel with t from the marking M are reset.

Ò enabledIpt
1,M, tq � t1 P EnpM � t� tq^ pt1 R EnpM � tq_ t � t1q

A: Atomic semantics considers a firing of a transition as one action. The
clocks of t and of the transitions t1 R EnpMq are reset.

Ò enabledApt
1,M, tq � t1 P EnpM � t� tq ^ pt1 R EnpMq _ t � t1q

We use the notation S
σ
ÝÑ S1 iff σ � t1 . . . tk P pT Y R¥0q

k and S � S0

t1ÝÑ S1 . . . Sk�1 tkÝÑ Sk � S1 (k ¥ 0). In this case, σ is a firing sequence of
T N from S (to S1), and S1 is a reachable state of T N from S. Let FSpT N q
be the set of all firing sequences of T N from S0, and RSpT N q be the set of
all reachable states of T N from S0.

We require the following standard properties for the time elapsing:

• Time determinism: if S
τ
ÝÑ S1 and S

τ
ÝÑ S2 with τ P R¥0, then

S1 � S2.

• 0-delay: S
0
ÝÑ S

• Additivity: if S
τ
ÝÑ S1 and S1

τ 1
ÝÑ S2 with τ, τ 1 P R¥0, then S

τ�τ 1
ÝÑ S2.

• Continuity: if S
τ
ÝÑ S1, then for every τ 1, τ2 P R¥0, such that τ �

τ 1 � τ2, there exists an S2 such that S
τ 1
ÝÑ S2

τ2
ÝÑ S1.

With these properties, a firing sequence can be defined as a finite se-
quence σ � τ0t1τ1 . . . tkτk, where discrete and continuous events alternate.
We write Untimedpσq � t1 . . . tk for the untimed part of σ and UFSpT N q
for the set of all Untimedpσq, where σ P FSpT N q.
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Definition 3. Two time Petri nets T N 1 � pN , D1q and T N 2 � pN , D2q
are time equivalent iff there exists a constant c � 0 such that for each
transition t in N :

• Lft1ptq � 8 iff Lft2ptq � 8,

• Eft1ptq � 0 iff Eft2ptq � 0,

• Lft1ptq � 0 iff Lft2ptq � 0,

• Eft1ptq{Eft2ptq � c iff Eft2ptq � 0,

• Lft1ptq{Lft2ptq � c iff Lft2ptq � 0.

Theorem 1. Let T N 1 be a time Petri net. Then there exists a time Petri
net T N 2 with D2 : T Ñ N� pNY t8uq such that T N 1 and T N 2 are time
equivalent.

Ideas of the proof. Compute the L.C.M. c of the denominators of all
Eft1 and Lft1 of T N 1. Then, define Eft2 (Lft2) as the product of Eft1
(Lft1) by c.

In the sequel, we will consider the TPN with integer interval bounds.

3. Integer firing sequence

The aim of this section is to prove the following: any reachable marking of
a time Petri net can be obtained by firing sequence with only integer time
elapsing. This generalizes the results of [7] for weak semantics and different
clock memory policies.

Definition 4. A state S � pM, Iq is called an integer-state if for every
t P EnpMq it holds that Iptq P N.

Definition 5. A firing sequence σ � τ0t1τ1t2 . . . tkτk is called an integer
firing sequence if for every i � 1, . . . , k it holds that τi P N.

Now we define a parametric firing sequence ωpxq � x0t1x1 . . . tkxk that is
a generalization of a firing sequence τ0t1τ1 . . . tkτk, with variables xi instead
of a fixed number τi. In addition, we unite the requirements for values of xi
into the set Bω.

Definition 6. Let T N � pN , Dq be a time Petri net, ω � t1 . . . tk P
UFSpT N q, and x � px0, . . . , xkq be a vector of variables. We define by
induction a finite sequence of tuples pωipxq,Mωi , Bωi , Iωiq:



44 Aleksei Zubarev

p1

p2

p3

p4

p5

p6

t1r1, 2s

t2r1, 2s

t3r3, 4s

t4r1, 2s

Figure 1. The time Petri net

Basis: i � 0,

• ω0pxq :� x0

• Mω0 :�M0

• Bω0 :� H

• @t P EnpMω0q, Iω0ptq :� x0

Step: Assume that pωi�1pxq,Mωi�1 , Bωi�1 , Iωi�1q is already defined.

• ωipxq :� ωi�1pxqtixi;

• Mωi :�Mωi�1 �
ti � ti ;

• Bωi :� Bωi�1 Y tEftptiq ¤ Iωi�1ptiq ¤ Lftptiqu;

• @t P EnpMωiq,

Iωiptq :�

"
xi if Ò enabledspt,Mωi�1 , tiq
Iωi�1ptq � xi otherwise

.

Then, the parametric firing sequence pωpxq, Bωq of T N and the parametric
state pSω, Bωq are defined as follow:

pωpxq, Bωq :� pωkpxq, Bωk
q

pSω, Bωq :� ppMωk
, Iωk

q, Bωk
q

We remark that ti P EnpMωi�1q for i � 1 . . . k, as there is a firing se-
quence σ such that ω � Untimedpσq. Then the definition is correct.

Example 1. Let us consider the time Petri net T N with atomic semantics
in Figure 1 and the firing sequence σ � p1.5qt1p0.5qt2p3.2qt3p0.7q of T N . We
note that σ is not a firing sequence in the case of intermediate semantics, as
the clock of t2 is reset after t1 fires. In strong semantics, the transition t3
is dead. For the transition sequence ω � Untimedpσq the parametric firing
sequence pωpxq, Bωq has the form ωpxq � x0t1x1t2x2t3x3 and
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Bω �

$&
%

Eftpt1q ¤ x0 ¤ Lftpt1q,
Eftpt2q ¤ x0 � x1 ¤ Lftpt2q,
Eftpt3q ¤ x2 ¤ Lftpt3q

,.
- �

$&
%

x0 ¥ 1, x0 ¤ 2,
x0 � x1 ¥ 1, x0 � x1 ¤ 2,
x2 ¥ 3, x2 ¤ 4

,.
- .

It is easy to see that the function βpxq � pβpx0q, βpx1q, βpx2q, βpx3qq �
p1, 1, 3, 1q is a solution of Bω and thus ωpβpxqq � p1qt1p1qt2p3qt3p1q is the
firing sequence of T N . The next Proposition proves this property for any
solution of Bω.

We denote the value of a linear function gpxq under the assignment β by
rgsβ.

Proposition 1. Let T N � pN , Dq be a time Petri net, ω � t1 . . . tk P
UFSpT N q and pωpxq, Bωq � ppx0t1x1 . . . tkxkq, Bωq be a parametric firing
sequence of T N . Then if βpxq � pβpx1q, . . . , βpxkqq is a solution of Bω,
then ωpβpxqq is a firing sequence.

Proof. Let us prove that pM0, I0q
ωipβpxqq
ÝÑ pMωi , rIωisβq for all i � 0 . . . k.

Induction on i.

Basis: i � 0. By Definition 6, ω0pβpxqq � βpx0q; Mω0 � M0; @t P

EnpMω0q, rIω0sβptq � βpx0q. Therefore, by Definition 2, pM0, I0q
ω0pβpxqq
ÝÑ

pMω0 , rIω0sβq.

Step: Assume that pM0, I0q
ωipβpxqq
ÝÑ pMωi , rIωisβq holds for 0 . . . i � 1,

and now prove it for i. As ωipxq :� ωi�1pxqtixi we need to show that

pMωi�1 , rIωi�1sβq
tiβpxiq
ÝÑ pMωi , rIωisβq. By Definition 6, we have:

• ti P EnpMωi�1q,

• Mωi :�Mωi�1 �
ti � ti ,

• Eftptiq ¤ rIωi�1sβptiq ¤ Lftptiq (because β is a solution of Bωi),

• @t P EnpMωiq, rIωisβptq�βpxiq :�

"
0 if Ò enabledspt,Mωi�1 , tiq
rIωi�1sβptq otherwise

.

Then, by Definition 2, we have pMωi�1 , rIωi�1sβq
tiÝÑ pMωi , rIωisβ�βpxiqq

βpxiq
ÝÑ

pMωi , rIωisβq. Hence pM0, I0q
ωpβpxqq
ÝÑ pMω, rIωsβq.

Now we want to study the structure of the inequalities in the set Bω and
the structure of the function Iω.
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Proposition 2. Let T N � pN , Dq be a time Petri net, ω � t1, . . . , tk P
UFSpT N q and pωipxq,Mωi , Bωi , Iωiq be sequences of tuples from Defini-
tion 6. Then it holds that

(a) If t P EnpMωiq then the variable xi appears in Iωiptq.

(b) If t P EnpMωiq and the variable xn appears in Iωiptq then n ¤ i and
every variable xl with n ¤ l ¤ i also appears in Iωiptq.

(c) If t P EnpM
ωi q

and the variables xm and xn with m ¤ n appear in

Iωiptq then every variable xl with m ¤ l ¤ n also appears in Iωiptq.

(d) If t1, t2 P EnpMωi q
then either each variable appearing in Iωipt1q also

appears in Iωipt2q or vice versa.

(e) If gpxq ¤ r is an inequality in Bωi and the variables xm and xn with
m ¤ n appear in gpxq then every variable xl with m ¤ l ¤ n also
appears in gpxq.

Proof. Induction on i.

Basis: For i � 0, all five assertions follow immediately from Definition 6.

Step: We assume that the assertions hold for 0 . . . i� 1, and now prove
them for i.

(a) The assertion follows from the definition of Iωi .

(b) By Definition 6, either Iωiptq � xi or Iωiptq � Iωi�1ptq � xi. Thus, the
result follows from the induction hypothesis.

(c) The assertion follows from (b).

(d) According to (b), Iωipt1q and Iωipt2q have the form:

Iωipt1q � xi�n � xi�pn�1q � . . .� xi

Iωipt2q � xi�m � xi�pm�1q � . . .� xi

If n ¤ m then all variables appearing in Iωipt1q also appear in Iωipt2q.
If m ¤ n then all variables appearing in Iωipt2q also appear in Iωipt1q.

(e) Since gpxq � Iωnptq for some n P t0, 1, . . . , i � 1u, the result follows
from (c).

�

By Definition 6, the set Bω has the form tgipxq ¤ ci, hipxq ¥ ri|i �

1 . . . ku. Denote by rBω � tgipxq, hipxq|i � 1 . . . ku the set of variable parts
of inequalities from Bω. We further provide the construction of an integer-
value assignment βω to variables in the parametric firing sequence.
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Definition 7. Let T N � pN , Dq be a time Petri net, σ � τ0t1τ1 . . . tkτk P
FSpT N q be a firing sequence, ω � Untimedpσq, and ppx0t1x1 . . . tkxkq, Bωq
be a parametric firing sequence of T N . Define by induction a finite sequence
of assignments βi : tx0, . . . , xku Ñ R¥0:

Basis: β0pxjq :� τj for all j � 0, 1, . . . , k.
Step: Assume that βi�1 is already defined. In the construction of βi we

use the following function:

βi :�

"
βi�1pxq if x � xk�pi�1q

tβi�1pxqu otherwise
.

We now define βi by

βipxq :�

$''&
''%

βi�1pxq if x � xk�pi�1q

tβi�1pxqu if x � xk�pi�1q and

@g P rBω Ñ trgsβ0u� 1   rgsβi
rβi�1pxqs otherwise

.

We put βωpxjq :� βk�1pxjq for all j � 0, 1, . . . , k.

Obviously, the values of this function are all integer. Clearly, an assign-
ment βi is obtained from βi�1 by rounding the value βi�1pxk�pi�1qq. The
next proposition now follows immediately.

Proposition 3. For all i P t0, 1, . . . , k � 1u it holds that

(a) βipxjq � β0pxjq for j P t0, 1, . . . , k � iu

(b) βipxjq � βk�1pxjq for j P tk � pi� 1q, k � pi� 2q, . . . , ku

Example 2. Let us again consider the time Petri net T N with atomic
semantics in Figure 1. It is clear that rBω � tx0, x0�x1, x2u and ptrx0sβ0u�
1, trx0 � x1sβ0u � 1, trx2sβ0u � 1q � p0, 1, 2q. In the table in Figure 2 we
produce integer values for variables tx0, x1, x2, x3u.

Thus, we obtain the integer firing sequence ωpβωpxqq � p2qt1p0qt2p3qt3p0q.
We will show that if ω P UFSpT N q then ωpβωpxqq is an integer firing se-
quence.

Consider some properties for the functions βi.

Lemma 1. For all i P t0, 1, . . . , k � 1u it holds that:

(a) @gpg P rBω Ñ rgsβi P ptrgsβ0u� 1, rrgsβ0s� 1qq,

(b) @tpt P EnpMωq Ñ rIωptqsβi ¤ rIωptqsβ0q,

(c) r
k°
j�0

xjsβi ¤ r
k°
j�0

xjsβ0
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i � 0 i � 1 i � 2 i � 3 i � 4

βipx0q � 1.5 1.5 1.5 1

βipx1q � 0.5 0.5 0 0

βipx2q � 3.2 3 3 3

βipx3q � 0 0 0 0

rx0sβi � 1.5 1.5 1.5 1

rx0 � x1sβi � 2 2 1.5 1

rx2sβi � 3.2 3 3 3

trgsβ0u� 1   rgsβi � true true true false

βipx0q 1.5 1.5 1.5 1.5 2

βipx1q 0.5 0.5 0.5 0 0

βipx2q 3.2 3.2 3 3 3

βipx3q 0.7 0 0 0 0

Figure 2. The construction of the assignment βω

Proof. Induction on i.

Basis: i � 0. For i � 0, there is nothing to prove.

Step: We assume that the assertions (a), (b) and (c) hold for 0, . . . , i
and now prove them for i� 1.

If βipxk�iq P N, then βi�1 � βi and thus all assertions follow immediately
from the induction hypothesis.

Therefore, we assume that βipxk�iq is not an integer. There are only two
possible values that βi�1pxk�iq can take:

Case 1: βi�1pxk�iq � tβipxk�iqu Hence, it holds that

βi�1pxq ¤ βipxq for all x P tx0, . . . , xku. p1q

(a): Let g P rBω.

Using (1), we get rgsβi�1 ¤ rgsβi. Hence by this and by the induction
hypothesis, rgsβi�1 ¤ rgsβi   rrgsβ0s� 1.

As βi�1pxk�iq � tβipxk�iqu, the corresponding criterion

@h P rBω Ñ trhsβ0u� 1   rhsβi�1
.

is fulfilled. Since βi�1 � βi�1, we have trgsβ0u� 1   rgsβi�1
� rgsβi�1

.
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(b): Let t P EnpMωq. Using (1), we get rIωptqsβi�1
¤ rIωptqsβi . Hence

by this and by the induction hypothesis, rIωptqsβi�1
¤ rIωptqsβi ¤

rIωptqsβ0 � 1.

(c): Using (1), we get r
k°
j�0

xjsβi�1
¤ r

k°
j�0

xjsβi . Hence by this and by the

induction hypothesis, r
k°
j�0

xjsβi�1
¤ r

k°
j�0

xjsβi ¤ r
k°
j�0

xjsβ0 � 1.

Case 2: βi�1pxk�iq � rβipxk�iqs. Hence, it holds that

βipxq ¤ βi�1pxq for all x P tx0, . . . , xku. p2q

Moreover, rBω contains h such that

rhsβi�1
¤ trhsβ0u� 1. p3q

and xk�i appears in h. Thus, we have rhsβi�1
� rhsβi�βipxk�iq�βi�1pxk�iq �

rhsβi�βipxk�iq�rβipxk�iqs � rhsβi�βipxk�iq�tβipxk�iqu�1 � rhsβi�1
�1 ¤

trhsβ0u, hence
rhsβi�1

¤ trhsβ0u ¤ rhsβ0 p4q

Let m and n be the minimal and maximal variable indices appearing in
h, respectively. From Proposition 2(e) it follows that

h � xm � . . .� xk�pi�1qlooooooooooomooooooooooon
h1

�xk�i � . . .� xnloooooooomoooooooon
h2

. p5q

(a): Suppose to the contrary that there exists g P rB such that rgsβi�1
¥

rrgsβ0s� 1 Then xk�i appears in g and

rgsβi�1
¥ rrgsβ0s� 1 ¥ rgsβ0 � 1. p6q

Let m1 and n1 be the minimal and maximal variable indices appearing
in g, respectively. From Proposition 2(e) it follows that

g � xm1 � . . .� xk�pi�1qlooooooooooomooooooooooon
g1

�xk�i � . . .� xn1loooooooomoooooooon
g2

. p7q

We now consider the relationship between the two maximal indices n
and n1. There are three possibilities:

• n � n1. Then h2 � g2. According to Proposition 3(a), rh1sβi�1
�

rh1sβ0 and rg1sβi�1
� rg1sβ0 . Thus, by (6) we have rg2sβi�1

�
rg2sβ0 ¥ 1. But by (4) rg2sβi�1

� rg2sβ0 ¤ 0 and we reach a
contradiction.

• n   n1. Then
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g � g1 � h2 � xn�1 � . . .� xn1looooooooomooooooooon
g3

. p8q

According to Proposition 3, rg1 � h2sβk�n
� rg1 � h2sβ0 and

rg3sβk�n
� rg3sβi�1

� rg3sβk�1
. Thus, by (4) we have rgsβi�1

¤
rgsβk�n

. Since k � i ¤ n, it follows that k � n   i � 1. By (6),
rgsβi�1

¥ rrgsβ0s� 1. As a result, we obtain rgsβk�n
¥ rrgsβ0s� 1,

which contradicts the induction assumption.

• n1 ¡ n. Then

h � h1 � g2 � xn1�1 � . . .� xnlooooooooomooooooooon
h3

. p9q

According to Proposition 3, rh1 � g2sβk�n1
� rh1 � g2sβ0 and

rh3sβk�n1
� rh3sβi�1

� rh3sβk�1
. Thus, by (6) we have rhsβi�1

�

rhsβk�n1
¥ 1. Since k � i ¤ n1, it follows that k � n1   i� 1. By

(4), rhsβi�1
� 1 ¤ trhsβ0u � 1. As a result, we obtain rhsβk�n1

¤

trhsβ0u� 1, which contradicts the induction assumption.

(b): Let t P EnpMωq. If xk�i does not appear in Iωptq, then rIωptqsβi�1
�

rIωptqsβi , and rIωptqsβi�1
¤ rIωptqsβ0 follows from the induction hy-

pothesis. Suppose that xk�i appear in Iωptq. Let rn be the minimal
variable index appearing in Iωptq, respectively. From Proposition 2(b)
it follows that

Iωptq � x
rn � . . .� xk�pi�1qlooooooooooomooooooooooon

I1

�xk�i � . . .� xnloooooooomoooooooon
h2

�xn�1 � . . .� xkloooooooomoooooooon
I2

.

p10q
According to Proposition 3, rh2sβk�n

� rh2sβ0 , rI1sβk�n
� rI1sβi�1

, and
rI2sβk�n

� rI2sβi�1
. Thus, by (4) we have rIωptqsβi�1

¤ rIωptqsβk�n
.

Since k � n   i � 1, then by the induction assumption, rIωptqsβi�1
¤

rIωptqsβ0 .

(c):
ķ

j�0

xj � x0 � . . .� xk�pi�1qlooooooooooomooooooooooon
Σ1

�xk�i � . . .� xnloooooooomoooooooon
h2

�xn�1 � . . .� xkloooooooomoooooooon
Σ2

.

p11q
According to Proposition 3, rh2sβk�n

� rh2sβ0 , rΣ1sβk�n
� rΣ1sβi�1

,

and rΣ2sβk�n
� rΣ2sβi�1

. Thus, by (4) we have r
k°
j�0

xjsβi�1
¤ r

k°
j�0

xjsβk�n
.
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Figure 3. An inequality gpxq P Bω

Since k � n   i� 1, then by the induction assumption, r
k°
j�0

xjsβi�1
¤

r
k°
j�0

xjsβ0 .

Corollary 1. βωpxq is a solution of Bω.

Consider an arbitrary pgpxq ¤ cq P Bω in Figure 3. According to
Lemma 1, we have rgsβω P ptrgsβ0u � 1, rrgsβ0s � 1qq. Since rgsβ0 ¤ c and
c P N, it follows that rgsβω ¤ c. Similarly, if phpxq ¥ rq P Bω, then rhsβω ¥ r.
Thus βωpxq is a solution of Bω.

If we combine Corollary 1, Proposition 1, and Lemma 1, we get the
following theorem:

Theorem 2. Let T N � pN , Dq be a time Petri net, σ � τ0t1τ1 . . . tkτk be a

firing sequence of T N , pM0, I0q
σ
ÝÑ pM, Iq, ω � Untimedpσq, pωpxq, Bωq �

ppx0t1x1 . . . tkxkq, Bωq be a parametric firing sequence, pSω, Bωq � ppMω, Iωq, Bωq
be a parametric state. Then there exists an assignment βω : tx0, x1, . . . , xku Ñ
N for which the following holds:

• ωpβωpxqq is a firing sequence of T N ,

• @t P EnpMωq it holds that rIωptqsβω ¤ Iptq,

• r
k°
j�0

xjsβω ¤
k°
j�0

τj.

As the examples show, the assignment βω described in the theorem is
not uniquely determined. By the theorem, we get one of the most important
properties.
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Corollary 2. Let M be a marking of an arbitrary reachable state in a TPN
T N . Then M is a marking of a reachable integer-state in T N with an
integer firing sequence.

4. Conclusion

In this paper, we have studied the state space reduction for time Petri nets
with weak semantics. We have shown that any reachable marking of a
weak time Petri net with intermediate and atomic memory policies can be
obtained by an integer firing sequence. In the future, this allows us to
consider only time Petri nets with integer time elapsing and integer bounds
of time intervals. Therefore, we can use only the time elapsing of length 1.

Further we plan to introduce time processes to represent the causal be-
havior of time Petri nets with weak semantics equipped with different mem-
ory policies. The casual semantics will be required to develop equivalence
with partial order semantics for weak time Petri nets.
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